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•  Signaled	active	avoidance	(SAA)	behavior	involves	a	multistage	learning	process	supported	by	
a	shifting	neural	substrate.		

•  It	is	unknown	whether	the	mechanisms	underlying	the	maintenance	of	avoidance	are	brought	
online	 by	 continued	 training	 following	 acquisition,	 or	 whether	 time	 alone	 is	 sufficient	 to	
recruit	them,	suggesting	a	role	for	a	systems	consolidation-like	process.		

•  Because	 it	 plays	 a	 known	 role	 in	 the	 long-term	 maintenance	 of	 aversive	 memory,	 we	
hypothesized	that	the	retrosplenial	cortex	(RSC)	is	necessary	for	the	expression	of	avoidance	
after	substantial	training.		

•  We	 inactivated	 the	RSC	using	 the	 inhibitory	hM4Di	DREADD	and	 then	measured	avoidance	
responses	 on	 a	 two-way	 SAA	 paradigm	 at	 different	 time	 points	 to	 show	 that	 the	 RSC	 is	
recruited	 later	on	 in	avoidance.	Utilizing	 the	 same	DREADD	 technology,	we	 then	set	out	 to	
determine	 if	 the	RSC	 is	 recruited	by	 the	passage	of	 time	or	by	continued	 training	 following	
initial	acquisition.		
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The Effect of Time on the Recruitment of the Retrosplenial Cortex

Findings

•  Our	data	 confirm	 that	 the	RSC	plays	a	 role	 in	 the	 long-term	maintenance	of	 the	avoidance	
response,	and	that	the	RSC	is	recruited	to	SAA	by	a	systems	consolidation-like	mechanism	and	
not	by	continued	training	following	initial	acquisition	of	the	response.		
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lovian and instrumental learning components of these
tasks are intermixed. EFT breaks learning into discrete
phases, allowing the experimenter to isolate the role of
different brain regions in the distinct learning processes
that contribute to aversively motivated actions. In EFT,
the CS–US association is first conditioned in a standard
PTC paradigm. Then, in a different context, the animal
learns to perform responses that terminate the CS. CS
termination is believed to function as conditioned nega-
tive reinforcement, in which cessation of a learned cue
makes the preceding behavior more likely to reoccur.
This section will begin with EFT, to examine the role of
amygdalar nuclei in conditioned negative reinforcement,
before moving on to active avoidance, which powerfully
illustrates the process by which instrumental learning fun-
damentally reorganizes the responses to a threatening CS.

EFT shows that conditioned negative reinforcement
learning depends on the initial formation of an aversive
Pavlovian memory. If the CS and US are explicitly un-
paired during the PTC phase, animals will not acquire
EFT, presumably because the offset of a neutral CS
does not reinforce behavior (Cain and LeDoux 2007).
Pretraining damage to LA prevents CS–US associations
from occurring, and this treatment also prevents the ac-
quisition of EFT (Amorapanth et al. 2000). Plasticity in
LA provides an important neural substrate for the learned
aversion that motivates active behavior reinforced by CS
termination, suggesting that both actions and reactions
overlap at this level of amygdalar processing.

The conditioned negative reinforcement phase of EFT
learning allows subjects to toggle from reactive to active
behavioral states by recruiting distinct pathways emanat-
ing from LA (Fig. 2). Because CeA coordinates freezing
and other innate reactions to the CS, it is unsurprising that
damage to CeA produces no effects on EFT learning.
Instead, pretraining damage to the basal amygdala (BA)
attenuates learning during the conditioned negative rein-
forcement phase of EFT, but has no effect on PTC (Amor-
apanth et al. 2000). Though no electrophysiological
studies have assessed the role of BA neuronal activity in
EFT, studies of BA activity during PTC suggest a complex
form of processing that may be relevant to conditioned
negative reinforcement. BA contains a population of cells
that show conditioned enhancements in CS-evoked firing
as a result of PTC, comparable to what is observed in LA.
However, a distinct group of cells undergo increased spik-
ing to the CS under extinction conditions, when the asso-
ciated US is omitted (Herry et al. 2008). This suggests that
BA can process information about conditioned aversion
and forms of learning that mitigate the impact of a threat-
ening CS, both of which are relevant to negative reinforce-
ment and active coping processes.

EFT shows how active and reactive manifestations of
aversive Pavlovian memory are encoded by separate path-
ways originating in LA. The circuits involved in condi-
tioned negative reinforcement are also implicated in
signaled active avoidance (SigAA) behavior, which inter-
mixes Pavlovian and instrumental phases of training (Fig.
4). In SigAA, a CS is presented, followed by an aversive
US. If, during the CS, the subject performs a particular

response (usually shuttling across a divided chamber), the
CS is terminated and the US is omitted. Initially, the
subject freezes to the CS. But, over trials, the avoidance
response is acquired and freezing is suppressed. Similar
to what has been observed using EFT, lesions of LA and
BA impede the expression of SigAA behavior (Choi et al.
2010), suggesting that the two forms involve a similar
mechanism in which active behavior reinforced by CS
termination comes to supplant reactive freezing.

CS-evoked freezing is a more potent constraint on
SigAA learning than it is on EFT. This difference is likely
due to the fact that the negative reinforcement phase of
EFT occurs under extinction conditions, whereas the US
will always follow the CS in SigAA if the subject fails to
avoid. SigAA training has a tendency to produce poor
performers, a notable minority of subjects that do not
acquire the avoidance response because of excessive
freezing (Choi et al. 2010; Lázaro-Muñoz et al. 2010;
Galatzer-Levy et al. 2014). In these animals, CeA lesion
produces a substantial rebound, suggesting that some

Figure 4. Signaled active avoidance. First, animals acquire an
association between CS and US. Then, in subsequent trials, the
animal learns that a particular behavior, such as shuttling, causes
the offset of the CS and the omission of the US. In SigAA,
Pavlovian and instrumental phases of learning occur in the
same environment and are intermixed. Over the course of learn-
ing, animals shift from reactive freezing to active avoidance. CS-
evoked freezing remains suppressed, even in alternate contexts
that do not allow the avoidance response.
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conditioned freezing to the conditioning context. To elucidate these
differences, we examined the latency to the first freezing bout, as well
as the average length of the freezing bouts in the conditioning context
at test (Maren, 2001b). Although percentages of freezing are commonly
reported as an index of learning, how animals reach certain magnitudes
of freezing can differ. For example, an animal could express 50%
freezing across a 10-min session by freezing for a sustained 300-sec
bout, or by engaging in ten separate 30-sec bouts across the session.
Thus, by examining latencies and durations of bouts over time, we may
reveal important differences in BNST-dependent or -independent de-
fensive strategies.

Latencies and bout durations of freezing of 1-MIN and 9-MIN rats in
the conditioned context are shown in Fig. 4B (left). We opted to perform
these analyses on the retrieval responses of 1-MIN and 9-MIN rats from
Fig. 3 because these two groups exhibited similar overall magnitudes of
freezing percentages across the 10-min session. Although both groups
exhibited relatively short latencies for initiating freezing (all rats ex-
hibited freezing within the first 15 sec of the exposure), 1-MIN rats were
freezing almost immediately upon entering the context. Indeed, an
unpaired t-test revealed that 1-MIN rats exhibited significantly shorter
latencies to their first bout of freezing as compared to 9-MIN rats
(t30 = -3.02, p < 0.01). Concerning the duration of the conditioned
responses, we observed no significant difference between 1-MIN and 9-
MIN rats in the average length of freezing bouts (t < 1.5, p > 0.15).
Thus, these data identified distinct (as well as overlapping) features of
URs and CRs in 1-MIN and 9-MIN rats, which may be factors the con-
tribution of the BNST to the expression of contextual fear.

3.3. Reversible inactivation of the BNST disrupts fear to contexts
conditioned with delayed, but not imminent, shock onset

In this experiment we tested whether the placement-to-shock in-
terval influences the role of the BNST in the expression of contextual

freezing. Rats with cannula targeting the BNST were placed in the
conditioning context and received a footshock either 1 min (1-MIN) or
9 min (9-MIN) after placement in the chamber (identical to the previous
experiment); a schematic of the behavioral design is shown in Fig. 5.
Cannula placements for all rats included in the final analyses, as well as
a representative image of cannula tracts in the BNST, are displayed in
Fig. 6.

Freezing during each minute of each of the four conditioning ses-
sions is shown in Fig. 7. Freezing behavior reliably increased across the
conditioning sessions. Separate ANOVAs of freezing during each con-
ditioning session (I-IV) revealed a main effect of time for each session
(session I, repeated measures: F9,396 = 17.91, p < 0.0001; session II,
repeated measures: F9,396 = 22.58, p < 0.0001; session III, repeated
measures: F9,396 = 24.39, p < 0.0001; session IV, repeated measures:
F9,396 = 17.17, p < 0.0001). Additionally, a main effect of con-
ditioning procedure was detected for the first three sessions (session I:
F1,44 = 14.62, p < 0.0005; session II: F1,44 = 50.11, p < 0.0001;
session III: F1,44 = 27.85, p < 0.0001). Moreover, a time × con-
ditioning procedure interaction was detected for each conditioning
session (session I, repeated measures: F9,396 = 3.16, p < 0.005; session
II, repeated measures: F9,396 = 11.17, p < 0.0001; session III, repeated
measures: F9,396 = 6.46, p < 0.0001; session IV, repeated measures:
F9,396 = 13.272, p < 0.0001). These data indicate that rats in the 1-
MIN shock group generally increased their freezing more rapidly across
each session. A time × drug assignment interaction was found for
session 3 (repeated measures: F9,396 = 2.20, p < 0.05), but this dif-
ference was not apparent by session 4; no other main effects or inter-
actions of drug assignment were found (F’s < 2.15, p’s > 0.15). Post-
shock freezing in the final session appeared to mirror patterns seen in
the prior experiment. Specifically, 9-MIN animals exhibited sig-
nificantly less freezing during minute 10 of session IV vs. minute 2 of
session IV of 1-MIN animals (factorial ANOVA, main effect of con-
ditioning procedure: F1,44 = 59.387, p < 0.0001; no other main effects

Fig. 4. Shock-induced activity and con-
ditioned freezing topography in animals
trained with imminent or delayed shock.
(A) Left panel shows mean values of
shock-induced activity (± s.e.m.) of 1-
MIN (n = 16) and 9-MIN (n = 16) rats
(freezing for these rats shown in Fig. 2).
Right panel shows the percentage
change in magnitude of shock-induced
activity (± s.e.m.) from shock 1 to
shock 4. Note that the dotted line (at
100%) indicates the level at which
there is no change in shock-induced

activity. (B) Left panel depicts latency (in seconds;± s.e.m.) of 1-MIN and 9-MIN rats to exhibit their first freezing bout in the conditioning context during testing
(corresponding to Fig. 3). Right panel shows mean duration of each bout (± s.e.m.) for the entire test. *p < 0.05.

Fig. 5. Behavioral design for contextual fear
conditioning with imminent or delayed foot-
shock. BNST-cannulated animals were ran-
domly assigned to undergo four separate
sessions of contextual fear conditioning
using 1-MIN (1-min placement-to-shock in-
terval) or 9-MIN (9-min placement-to-shock
interval) unsignaled shock. Each con-
ditioning session was 10 min. After con-
ditioning, 1-MIN and 9-MIN rats were in-
fused with DRUG (MUS or NBQX) (collapsed
into a single group in the figures) or vehicle
(VEH) into the BNST prior to a 20-min
shock-free retrieval session in the con-
ditioning context.
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ditioning procedure: F1,44 = 59.387, p < 0.0001; no other main effects

Fig. 4. Shock-induced activity and con-
ditioned freezing topography in animals
trained with imminent or delayed shock.
(A) Left panel shows mean values of
shock-induced activity (± s.e.m.) of 1-
MIN (n = 16) and 9-MIN (n = 16) rats
(freezing for these rats shown in Fig. 2).
Right panel shows the percentage
change in magnitude of shock-induced
activity (± s.e.m.) from shock 1 to
shock 4. Note that the dotted line (at
100%) indicates the level at which
there is no change in shock-induced

activity. (B) Left panel depicts latency (in seconds;± s.e.m.) of 1-MIN and 9-MIN rats to exhibit their first freezing bout in the conditioning context during testing
(corresponding to Fig. 3). Right panel shows mean duration of each bout (± s.e.m.) for the entire test. *p < 0.05.

Fig. 5. Behavioral design for contextual fear
conditioning with imminent or delayed foot-
shock. BNST-cannulated animals were ran-
domly assigned to undergo four separate
sessions of contextual fear conditioning
using 1-MIN (1-min placement-to-shock in-
terval) or 9-MIN (9-min placement-to-shock
interval) unsignaled shock. Each con-
ditioning session was 10 min. After con-
ditioning, 1-MIN and 9-MIN rats were in-
fused with DRUG (MUS or NBQX) (collapsed
into a single group in the figures) or vehicle
(VEH) into the BNST prior to a 20-min
shock-free retrieval session in the con-
ditioning context.
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conditioned freezing to the conditioning context. To elucidate these
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(t30 = -3.02, p < 0.01). Concerning the duration of the conditioned
responses, we observed no significant difference between 1-MIN and 9-
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lovian and instrumental learning components of these
tasks are intermixed. EFT breaks learning into discrete
phases, allowing the experimenter to isolate the role of
different brain regions in the distinct learning processes
that contribute to aversively motivated actions. In EFT,
the CS–US association is first conditioned in a standard
PTC paradigm. Then, in a different context, the animal
learns to perform responses that terminate the CS. CS
termination is believed to function as conditioned nega-
tive reinforcement, in which cessation of a learned cue
makes the preceding behavior more likely to reoccur.
This section will begin with EFT, to examine the role of
amygdalar nuclei in conditioned negative reinforcement,
before moving on to active avoidance, which powerfully
illustrates the process by which instrumental learning fun-
damentally reorganizes the responses to a threatening CS.

EFT shows that conditioned negative reinforcement
learning depends on the initial formation of an aversive
Pavlovian memory. If the CS and US are explicitly un-
paired during the PTC phase, animals will not acquire
EFT, presumably because the offset of a neutral CS
does not reinforce behavior (Cain and LeDoux 2007).
Pretraining damage to LA prevents CS–US associations
from occurring, and this treatment also prevents the ac-
quisition of EFT (Amorapanth et al. 2000). Plasticity in
LA provides an important neural substrate for the learned
aversion that motivates active behavior reinforced by CS
termination, suggesting that both actions and reactions
overlap at this level of amygdalar processing.

The conditioned negative reinforcement phase of EFT
learning allows subjects to toggle from reactive to active
behavioral states by recruiting distinct pathways emanat-
ing from LA (Fig. 2). Because CeA coordinates freezing
and other innate reactions to the CS, it is unsurprising that
damage to CeA produces no effects on EFT learning.
Instead, pretraining damage to the basal amygdala (BA)
attenuates learning during the conditioned negative rein-
forcement phase of EFT, but has no effect on PTC (Amor-
apanth et al. 2000). Though no electrophysiological
studies have assessed the role of BA neuronal activity in
EFT, studies of BA activity during PTC suggest a complex
form of processing that may be relevant to conditioned
negative reinforcement. BA contains a population of cells
that show conditioned enhancements in CS-evoked firing
as a result of PTC, comparable to what is observed in LA.
However, a distinct group of cells undergo increased spik-
ing to the CS under extinction conditions, when the asso-
ciated US is omitted (Herry et al. 2008). This suggests that
BA can process information about conditioned aversion
and forms of learning that mitigate the impact of a threat-
ening CS, both of which are relevant to negative reinforce-
ment and active coping processes.

EFT shows how active and reactive manifestations of
aversive Pavlovian memory are encoded by separate path-
ways originating in LA. The circuits involved in condi-
tioned negative reinforcement are also implicated in
signaled active avoidance (SigAA) behavior, which inter-
mixes Pavlovian and instrumental phases of training (Fig.
4). In SigAA, a CS is presented, followed by an aversive
US. If, during the CS, the subject performs a particular

response (usually shuttling across a divided chamber), the
CS is terminated and the US is omitted. Initially, the
subject freezes to the CS. But, over trials, the avoidance
response is acquired and freezing is suppressed. Similar
to what has been observed using EFT, lesions of LA and
BA impede the expression of SigAA behavior (Choi et al.
2010), suggesting that the two forms involve a similar
mechanism in which active behavior reinforced by CS
termination comes to supplant reactive freezing.

CS-evoked freezing is a more potent constraint on
SigAA learning than it is on EFT. This difference is likely
due to the fact that the negative reinforcement phase of
EFT occurs under extinction conditions, whereas the US
will always follow the CS in SigAA if the subject fails to
avoid. SigAA training has a tendency to produce poor
performers, a notable minority of subjects that do not
acquire the avoidance response because of excessive
freezing (Choi et al. 2010; Lázaro-Muñoz et al. 2010;
Galatzer-Levy et al. 2014). In these animals, CeA lesion
produces a substantial rebound, suggesting that some

Figure 4. Signaled active avoidance. First, animals acquire an
association between CS and US. Then, in subsequent trials, the
animal learns that a particular behavior, such as shuttling, causes
the offset of the CS and the omission of the US. In SigAA,
Pavlovian and instrumental phases of learning occur in the
same environment and are intermixed. Over the course of learn-
ing, animals shift from reactive freezing to active avoidance. CS-
evoked freezing remains suppressed, even in alternate contexts
that do not allow the avoidance response.

DIVERSE EFFECTS OF CONDITIONED THREATS 5

 Cold Spring Harbor Laboratory Press on March 4, 2016 - Published by symposium.cshlp.orgDownloaded from 

lovian and instrumental learning components of these
tasks are intermixed. EFT breaks learning into discrete
phases, allowing the experimenter to isolate the role of
different brain regions in the distinct learning processes
that contribute to aversively motivated actions. In EFT,
the CS–US association is first conditioned in a standard
PTC paradigm. Then, in a different context, the animal
learns to perform responses that terminate the CS. CS
termination is believed to function as conditioned nega-
tive reinforcement, in which cessation of a learned cue
makes the preceding behavior more likely to reoccur.
This section will begin with EFT, to examine the role of
amygdalar nuclei in conditioned negative reinforcement,
before moving on to active avoidance, which powerfully
illustrates the process by which instrumental learning fun-
damentally reorganizes the responses to a threatening CS.

EFT shows that conditioned negative reinforcement
learning depends on the initial formation of an aversive
Pavlovian memory. If the CS and US are explicitly un-
paired during the PTC phase, animals will not acquire
EFT, presumably because the offset of a neutral CS
does not reinforce behavior (Cain and LeDoux 2007).
Pretraining damage to LA prevents CS–US associations
from occurring, and this treatment also prevents the ac-
quisition of EFT (Amorapanth et al. 2000). Plasticity in
LA provides an important neural substrate for the learned
aversion that motivates active behavior reinforced by CS
termination, suggesting that both actions and reactions
overlap at this level of amygdalar processing.

The conditioned negative reinforcement phase of EFT
learning allows subjects to toggle from reactive to active
behavioral states by recruiting distinct pathways emanat-
ing from LA (Fig. 2). Because CeA coordinates freezing
and other innate reactions to the CS, it is unsurprising that
damage to CeA produces no effects on EFT learning.
Instead, pretraining damage to the basal amygdala (BA)
attenuates learning during the conditioned negative rein-
forcement phase of EFT, but has no effect on PTC (Amor-
apanth et al. 2000). Though no electrophysiological
studies have assessed the role of BA neuronal activity in
EFT, studies of BA activity during PTC suggest a complex
form of processing that may be relevant to conditioned
negative reinforcement. BA contains a population of cells
that show conditioned enhancements in CS-evoked firing
as a result of PTC, comparable to what is observed in LA.
However, a distinct group of cells undergo increased spik-
ing to the CS under extinction conditions, when the asso-
ciated US is omitted (Herry et al. 2008). This suggests that
BA can process information about conditioned aversion
and forms of learning that mitigate the impact of a threat-
ening CS, both of which are relevant to negative reinforce-
ment and active coping processes.

EFT shows how active and reactive manifestations of
aversive Pavlovian memory are encoded by separate path-
ways originating in LA. The circuits involved in condi-
tioned negative reinforcement are also implicated in
signaled active avoidance (SigAA) behavior, which inter-
mixes Pavlovian and instrumental phases of training (Fig.
4). In SigAA, a CS is presented, followed by an aversive
US. If, during the CS, the subject performs a particular

response (usually shuttling across a divided chamber), the
CS is terminated and the US is omitted. Initially, the
subject freezes to the CS. But, over trials, the avoidance
response is acquired and freezing is suppressed. Similar
to what has been observed using EFT, lesions of LA and
BA impede the expression of SigAA behavior (Choi et al.
2010), suggesting that the two forms involve a similar
mechanism in which active behavior reinforced by CS
termination comes to supplant reactive freezing.

CS-evoked freezing is a more potent constraint on
SigAA learning than it is on EFT. This difference is likely
due to the fact that the negative reinforcement phase of
EFT occurs under extinction conditions, whereas the US
will always follow the CS in SigAA if the subject fails to
avoid. SigAA training has a tendency to produce poor
performers, a notable minority of subjects that do not
acquire the avoidance response because of excessive
freezing (Choi et al. 2010; Lázaro-Muñoz et al. 2010;
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